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ABSTR ACT
Effective statistical reporting is essential for the credibility, reproducibility, and advancement of scientific research. Despite existing guide-
lines, many researchers— especially early career researchers— feel underprepared to handle increasingly complex statistical methods. This 
gap is notable in fields like fisheries science, where advanced quantitative tools are often required for critical decision making. Unclear 
statistical reporting— whether due to selective reporting, insufficient sample sizes, or inadequate model understanding— undermines the 
integrity and use of research findings. This article reviews common issues in statistical reporting and offers practical recommendations 
for clarity, transparency, and objectivity. We organize topics into general concerns, common issues, and small errors to provide a relative 
magnitude to the nature of the issue. Topics include selecting appropriate models, avoiding significance bias, addressing challenges with 
small sample sizes, and ensuring reproducibility, among others. We advocate for clear documentation of methods, effective use of visuals, 
and incorporation of supplemental materials, such as data and code, to facilitate understanding and replication. Rather than prescribing 
absolutes, we encourage researchers to embrace practices that prioritize clarity and reader comprehension. By adopting these recommended 
practices, scientists can ensure their work is not only accessible but also capable of advancing knowledge and informing policy— often the 
primary goal of scientific reporting.

I N T RO DU C T IO N
Does science really need another paper on reporting statistics? 
Guidance already exists, often buried in discipline- specific jour-
nals (Davis & Kay, 2023). Despite available advice, Barraquand 
et al. (2014) surveyed over 900 early career ecologists and found 
a clear self- perceived lack of quantitative training: 75% were 
unsatisfied with their understanding of mathematical models 
and felt that in their degree programs, the level of mathemat-
ics was inadequate; 90% wanted more mathematics classes for 
ecologists; and 95% wanted more statistical training. Research 
on and management of natural resources often involves fairly 
advanced statistics; examples include capture–recapture mod-
els to estimate populations (Williams et al., 2002), multivariate 
statistics to reduce complex data sets to a manageable number 
of variables (Barraquand et al., 2014; Legendre & Legendre, 
2012), and increasingly popular non- frequentist Bayesian 
approaches (Dorazio, 2016). To meet these needs, an ever- 
increasing bounty of freely available software and analytical 
packages has made quantitative approaches more accessible to 
all, such as the open- source statistical programming language R 
(Barraquand et al., 2014; R Core Team, 2025). Thus, underpre-
pared scientists, combined with increasingly complex statisti-
cal methods (Low- Décarie et al., 2014), suggest that reporting 
standards need continual attention. This is particularly the 
case for fisheries journals, as guidance is generally limited to 
symposium proceedings (Hunter, 1990) and textbooks (Guy 
& Brown, 2007) with limited accessibility.

Statistics is the language we use to tell our scientific stories. 
The values we report help create the strength of our arguments 
when presenting and interpreting our findings. The clearer that 
our statistical methods and results are described, the greater 
the likelihood that a reader will understand and confidently 
take further action, such as citing the work, building upon it, 
or implementing policy (Davis & Kay, 2023). The recent devel-
opment and proliferation of statistical methods has undoubt-
edly opened doors for scientists and helped usher in a boom 
in published articles over the past few decades. However, sta-
tistical complexity has accompanied the increase in statistical 
usage (Low- Décarie et al., 2014), often with deleterious effects. 
In one direct measure of negative outcomes from statistical 
complexity, Fawcett and Higginson (2012) found that “28% 
fewer citations overall for each additional equation per page.” 
Unfortunately, most scientific communication issues are not 
simply solved by removing a few equations.

Many of the issues with statistical usage are likely the subtle 
and embedded habits of poor reporting or innocent ignorance 
regarding what readers want to know. Unfortunately, the oppo-
site is also true— statistical opacity can result in even the most 
important of scientific issues being ignored because they are 
not understood. The field of fisheries science can be a quantita-
tive field. Many natural resource professionals have advanced 
statistical training because they study populations and envi-
ronments upon which major decisions rely on the results of 
statistical models. Fisheries science finds itself at the center of 
the complexity problem— many of us are more comfortable 
around numbers than our non- fish colleagues, yet that means 
the bar is raised for us to clearly explain what we are doing. With 
this elevated expectation in mind, we review some of the com-
mon problems with statistical reporting and ultimately arrive 
at some best practices and recommendations. Throughout this 
article, we provide recommendations over absolutes, because 
the reality of statistics is that there is judgment associated with 
their use. Some journals have called for an end to P- values 
(Woolston, 2015), while other journals have simply provided 
reporting guidance (Michel et  al., 2020; Wootton & Craig, 
2011). Yet, many journals remain agnostic in their guidance. 
We are not so dogmatic as to tell anyone exactly what they must 
do— other than to report clearly. We prefer to highlight effec-
tive options that scientists have and then trust their judgment 
in the correct application. The ultimate motivation to clarify 
your statistical reporting is so that your work is understandable, 
discoverable, and amplified. Who wouldn’t want that?

G E N E R A L  P ROB L E M S  W I T H 
S TA T I S T IC A L   R E P O R T I N G

Despite its importance, statistical reporting often suffers from 
shortcomings that undermine the integrity and reliability of 
the findings. In later sections, we will discuss specific technical 
problems, but here, we overview some of the general issues. In 
some cases, these general problems set the stage for technical 
errors to arise. In many cases, there is no quick fix for a gen-
eral problem, but being aware of them can certainly help (for 
a summary and checklist of issues discussed throughout this 
document, see Figure 1). Generally speaking, we recommend 
that when designing a study, you explicitly consider any ana-
lytical methods that could be used. Armed with a solid ques-
tion, anticipate what model you might need and think about 
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its assumptions and requirements. Many statistical issues are 
unforced errors because the model is approached post hoc, after 
the data are fixed, in- hand, or otherwise cannot be changed.

The right model for the right question
The first general problem that exists can be the hardest one to 
address, and that is which statistical method (test, model, etc.) 
is the most appropriate for a given data set and question. The 
problem also presupposes that you have thoughtfully devel-
oped and refined a study question (or hypothesis), which we 
cannot overstate the importance of. The model you select can 
often be subjective because, for some data sets and questions, 
there may be multiple appropriate approaches (see Gould et al., 

2025 for an interesting experiment on this topic). This fact 
should be remembered by both authors and reviewers during 
peer review when it is common for a reviewer to recommend 
what they would have done instead of a recommendation based 
on whether the method in question was objectively appropriate. 
The issue of using an appropriate statistical test is not some-
thing we can easily diagnose here, other than recommending 
that authors continually revisit the study questions because, 
ultimately, any model is just a routine to provide you an answer 
to your question. The model will always provide an answer— 
the key is making sure the model is answering the question you 
asked. Understanding which model you need often comes from 
years of studying and working with statistical models. However, 

Figure 1. A summary and checklist of statistical reporting issues for authors to consider.
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some studies have attempted to tackle this overarching chal-
lenge; for example, Tredennick et al. (2021) provides a useful 
reference for both understanding and directly comparing a 
larger number of models (that users may otherwise learn indi-
vidually and, therefore, without the context of other options).

Selective reporting
A second general issue can be the selective reporting of statisti-
cal tests and results, which can lead to publication bias, where 
studies with significant findings are more likely to be published 
than those with null or nonsignificant results. Significance bias 
can distort the overall body of scientific literature, skewing per-
ceptions of the prevalence and magnitude of effects (Ioannidis, 
2005; Kimmel et al., 2023). Because the intent of this article is 
to provide usable advice for individual author teams, we will 
not pursue the topic of nonsignificant results further, other 
than to mention that it is a statistically imposed bias that 
shapes what we see in the published literature. Yet results of 
no difference or nonsignificance may still hold biological or 
ecological importance and sharing them may prevent other sci-
entists from repeating nonsignificant experiments and studies. 
Nonsignificant results may also be of value to meta- analyses or 
other holistic evaluations of a topic.

Small sample size
Inadequate sample sizes and lack of statistical power are perva-
sive issues in statistical reporting, reducing the reliability and 
generalizability of results. Often, small sample sizes are a reality 
that cannot be overcome, particularly after the project has been 
completed. One way to address statistical power is to conduct 
a power analysis before or during project development in order 
to get an estimate of the recommended sample size (Thomas 
& Juanes, 1996). Unfortunately, power analyses are not often 
done (Jennions, 2003). Every scientist is limited in some way, 
whether in the purchase of equipment, facility space, days in the 
field, or numerous other logistics that shape how we can design a 
study. Unfortunately, some scientists may need to ask themselves 
whether their work should undergo peer review if the sample size 
is simply not enough to have confidence in the results. The risk of 
small sample sizes is twofold. Small sample sizes not only make 
it challenging to detect genuine effects but also increase the risk 
of spurious findings and false conclusions (Button et al., 2013).

Model understanding
Most scientists have at their fingertips an expansive and impres-
sive set of statistical tools. Rarely (if ever) have scientists felt so 
well equipped to play the role of statistician and analyze their 
data. However, as the complexity and precision of statistical 
tools have increased, the reality is that most fishery scientists do 
not have full command of all of the statistical options they have 
access to. For example, a popular statistical software in fisher-
ies science (and beyond) is program R (R Core Team, 2025), 
and while R has advanced the quantitative abilities of many 
scientists, its canned functions can be a black box to others. In 
other words, simply because you are able to run a model does 
not mean you should if you do not understand what the model 
does, what the model assumptions are, and how to interpret the 
model results. The quantitatively enriched environment we find 
ourselves in can, however, be looked at as an opportunity for 

scientists to take the time they need to learn about a model that 
may be of interest to them before they try to publish it. Warren 
Buffet famously said of investing, “Never invest in a business 
you cannot understand.” We adopt that sentiment for statis-
tics and strongly recommend, “Never use a model you cannot 
understand.” Fortunately, a variety of good quantitative texts 
for fisheries scientists and ecologists exist (Guy & Brown, 2007; 
Haddon, 2020; Ogle, 2015).

Reproducibility
Although several individual mistakes are discussed in later 
sections, a common aggregate effect of many reporting issues 
means that a study cannot be replicated. The ability to replicate 
a piece of science is needed for the ideas within to be evalu-
ated, developed, and contribute to the collective knowledge. 
Rather than discussing the merits of replication, we encourage 
authors to consider reproducibility, which is often defined as 
the reader’s ability to reproduce the analyses that were done 
in a scientific study (Peng & Hicks, 2021). For many kinds 
of research in fisheries, replication is not possible, and repro-
duction is the only option. Peng (2009) encourages the idea 
that reproducible research is a minimum standard for replica-
tion. So, while replication may be a measure of how much an 
independent scientist could repeat the study that you did (in 
its entirety), reproducibility is an analytically focused version 
where a reader may even have the data and code such that they 
could independently run the same analysis. Not every author 
team will have the ability to share their data or code, yet we 
think that the spirit of reproducibility remains a good idea to 
keep in mind as you are documenting your methods and results. 
Many journals have also adopted this philosophy, as data and 
code requirements for manuscript submissions are increasingly 
common. Frankly, in today’s world of open science (e.g., pub-
licly available data and open access journal articles), should we 
trust results that we don’t think we could actually reproduce?

The curse of knowledge
Pinker (2014) is behind the idea of the “curse of knowledge,” 
which he describes as “…the failure to understand that other 
people don’t know what we know.” Although this idea was 
developed in the context of writing, a statistical curse of knowl-
edge happens anytime we are so familiar with our own statistics 
that we forget to report details because we assume the reader 
knows as much as we do. Many statistical methods beyond 
basic regression fall vulnerable to the curse of knowledge. If you 
pick up the latest issue of your favorite fisheries journal, do you 
know all there is to know about Bayesian statistics, eigenvec-
tors, and autoregressive moving averages? We are not advocat-
ing that every method comes with a primer, but rather to keep 
in mind that the more technical you report, the more likely you 
are to lose readers. Do not assume the reader knows what you 
know about your data and the decisions you made to analyze it. 
Please tell us how you did what you did.

C O M M O N  I S S U E S  I N  R E P O R T I N G 
S TA T I S T IC A L  A N A LY S E S

The previous section was designed to describe some of the more 
systemic issues in statistical usage and help understand the 
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conditions that often lead to technical problems in statistical 
reporting. In this section, we identify several smaller and tech-
nical statistical reporting issues and offer some ways to address 
them. The general problems are those that you want to be aware 
of and think about in the long term; these common issues are 
ones you can directly revise with often immediate benefit to 
your study and for your reader.

Predictor variables
Other than model type, the predictors (e.g., independent 
variables) we use in our models generally occupy a lot of our 
consideration. For most models, it is recommended that predic-
tors have a hypothesized mechanism that you are testing for 
an effect on the response (dependent) variable. Another way to 
think about this is to make sure that you are prepared to inter-
pret any of the effects (both their direction and magnitude) that 
come out of any of your predictors. It is also advised to con-
sider any correlation(s) between predictor variables such that 
they are not correlated to a degree that could cause problems 
in the estimation (Dormann et al., 2013). Finally, consider if 
your variables need a certain error distribution (McCullagh 
& Nelder, 1989; Warton et al., 2016), error structure (Bolker 
et al., 2009), transformations (Gelman & Nolan, 2017), or stan-
dardization (Gelman, 2008).

Small sample size
Sample size was previously discussed as a general concern because 
when sample size simply cannot be large enough, there is a 
greater question of whether something should even be published. 
However, many studies are published with small sample sizes, 
and so we need to know how to handle any associated challenges. 
Small sample sizes increase the risk of spurious findings and false 
conclusions, compromising the validity and generalizability of 
statistical analyses (Lakens, 2022). Some useful approaches to 
dealing with small sample sizes can be to prevent them in the first 
place via power analysis, collect more data (if possible), make clear 
your sample sizes by reporting them (and possibly discussing sub-
sequent limitations elsewhere in your article), and perhaps adding 
some type of simulation analysis to your study where you have the 
ability to understand your question with a larger, simulated data 
set (Peck, 2004). Simulated data sets have their own shortcom-
ings, but sample size is rarely a limiting factor.

While not a small sample size issue, per se, here is a reason-
able place to include the suggestion of considering nonparamet-
ric statistics when appropriate. Parametric statistical tests are 
given most of our attention in statistics— often for good reason, 
because of their robustness to violations of normality (Midway 
& White, 2025). When you can assume distributional informa-
tion about your data, you can benefit from distributional infer-
ence from parametric models. However, despite the relative 
underuse of nonparametric statistics (Leech & Onwuegbuzie, 
2002), they are commonly available, alleviate parametric 
assumptions, and often provide adequate statistical power— 
particularly in cases with interval and ratio scale data (Leech 
& Onwuegbuzie, 2002). Most common parametric tests have 
a nonparametric counterpart, and looking into nonparametric 
alternatives may reveal a variety of new tests for analyzing data. 
Several good resources on nonparametric methods are avail-
able (e.g., Hollander et al., 2013; Potvin & Roff, 1993).

Significant testing
Concerns with null hypothesis significance testing (NHST), 
often discussed through P- values, is perhaps one of the largest 
challenges in current statistics. Some disciplines and journals 
have gone so far as to discourage or ban P- values (Woolston, 
2015), yet we are focusing on how information can be reported 
and not whether entire statistical domains should be avoided. 
But the challenges associated with P- values are very real, and a 
large number of studies can be referenced to understand both 
the problems that exist and how people have suggested dealing 
with them (Chen et al., 2023; Stephens et al., 2007; Wasserstein 
& Lazar, 2016). One common problem is known as P- hacking 
and data dredging, in which researchers conduct multiple sta-
tistical tests until a significant result is found (Head et al., 2015). 
This practice inflates the likelihood of Type I errors (i.e., falsely 
rejecting the null) and compromises the integrity of statisti-
cal inference. P- values are also widely used in hypothesis test-
ing to assess the evidence against a null hypothesis. However, 
P-values are often misinterpreted as measures of effect size or 
the probability of the null hypothesis being true (see Goodman, 
2008; Greenland et  al., 2016 for common misconceptions 
about P- values). Reliance on arbitrary significance thresholds 
(e.g., ɑ = 0.05) can lead to dichotomous thinking and mis-
representation of statistical evidence (Amrhein et al., 2019). 
Everyone needs to remember that statistical significance does 
not necessarily equate to biological or ecological significance. 
For example, consider a study of fish growth between two lakes, 
where fish in the first lake were found to grow at an average rate 
of 5 cm per year, while fish in the second lake grew at an average 
rate of 6 cm per year. With a large enough sample, this 1-cm dif-
ference could be statistically significant. However, such a small 
difference likely has no effect on the species’  biology or how 
they are managed.

Numerous alternatives have been proposed to move away 
from P- values (Stephens et al., 2007). A simple alternative to 
reporting only P- values would be to (also) report effect sizes. 
Effect sizes quantify the magnitude of relationships or differ-
ences observed in statistical analyses, providing valuable infor-
mation about the practical significance of findings. Nakagawa 
and Cuthill (2007) and Stephens et al. (2007) provide acces-
sible discussions of effect sizes for non- statisticians. While a 
P-value will decrease with sample size (and yes, you can achieve 
significance through increased sampling; see Weber et  al., 
2018), an effect size is a more straightforward measure of how 
much your predictor matters. Small effect sizes may still have 
statistical significance, and such a condition can be important 
to know because statistical significance alone is often inter-
preted as all- around importance.

One of the more extreme alternatives to NHST is to adopt 
a different statistical paradigm, such as Bayesian estimation. 
While Bayesian estimation certainly addresses many of the 
issues surrounding the use of P- values, a move to Bayesian 
estimation may represent a substantial undertaking in every-
thing from technical expertise to philosophical positions 
about understanding the nature of uncertainty. For those curi-
ous about Bayesian methods, Doll and Lauer (2014) provide a 
fishery science example of an analysis done by both Bayesian 
and frequentist methods. Kruschke (2021) recently provided 
an excellent overview of how to report Bayesian methods.
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As the debate about NHST has continued, many acknowl-
edge that P- values and their underlying estimation remain a 
permanent fixture. Recent voices in this debate have focused 
their attention on language and how using different terms 
might lessen some of the concerns with traditional significance. 
Sterne and Smith (2001) have suggested ignoring the 0.05 sig-
nificance threshold and simply reporting the P- value. Dushoff 
et al. (2019) propose a language of “clarity” over “significance” 
and Muff et  al. (2022) adopt a linguistic framework of “evi-
dence” over significance. Although we do not recommend one 
approach over another, authors (and reviewers) should be aware 
of these ongoing discussions of how we present our results and 
that your choice can still have an impact on your reader.

Model selection
Model selection is often provided as an alternative to NHST 
(Anderson et  al., 2000), exemplified by techniques like the 
Akaike information criterion (AIC), and is essential in sta-
tistical analysis but is not without its challenges. A primary 
concern is the potential for overfitting, wherein complex 
models fit the data too closely, leading to poor generalization 
and applicability to other (new) data (Burnham & Anderson, 
2004). Conversely, simpler models may underfit the data, fail-
ing to capture important patterns. Comparing multiple models 
increases the likelihood of Type I errors, particularly if adjust-
ments for multiple comparisons are not made (Midway et al., 
2020). Scientists must carefully consider model complexity, 
validate their chosen models, and account for potential biases 
to ensure the reliability and robustness of model selection pro-
cedures in statistical analysis.

When conducting model selection, scientists should miti-
gate the above problems first by limiting the number of mod-
els that are compared. Overly simple or complex models may 
even be excluded from being evaluated. Often, an all- subsets 
model selection is not recommended because it will include 
models that do not warrant consideration. Limiting the num-
ber of models considered also reduces the likelihood of Type I 
errors. Simply concluding that “model X was the best fit of our 
candidate models” does not mean that model X was any good 
to begin with. Another recommendation is to understand what 
different model selection routines do. For example, most infor-
mation criterion (AIC, Bayesian information criterion, etc.) 
balance goodness of fit and model complexity (also referred to 
as parsimony), in which goodness of fit is calculated through 
the negative log- likelihood. However, a model selection rou-
tine like cross- validation will evaluate a model based on how 
it performs— often through prediction— on another data set. 
For these reasons, something like an AIC might be better for 
understanding one data set and less appropriate for prediction 
(Burnham & Anderson, 1998), while cross- validation might be 
better for selecting a model that is needed for exclusively predic-
tive purposes (Yates et al., 2023).

S M A L L  E R RO R S  A N D 
M I S C E L L A N E OU S   C O N S I DE R A T IO N S

Question and hypothesis
Make sure your study question or hypothesis (1) is clearly stated 
before the methods, (2) is paired with a statistical analysis (e.g., 

model) that will answer the question, and (3) is answered in 
the Results section (and discussed in the Discussion section). 
Although we do not get into the specifics of research ques-
tions here, many good papers and book chapters are available 
for reference. Betts et al. (2021) provides thoughts on research 
hypotheses, Brown and Guy (2007) cover a useful research 
framework for questions, and Hand (1994) gives an in- depth 
look at why research questions succeed or fail.

Keep it simple
Just because you have access to high- octane statistical meth-
ods does not mean you need them. Simpler methods mean a 
lower likelihood of mistakes in execution and a larger audience 
familiar with your approach (Murtaugh, 2007). As the statisti-
cian Sir David Cox said, “Begin with very simple methods. If 
possible, end with simple methods.”

Report your assumptions
All models have assumptions. In fact, you can usually get by 
without perfectly satisfying all of them. But make sure to both 
report the statistical assumptions under which you are working, 
and to follow up with any analyses to address the assumptions. 
For example, normally distributed residuals are an assumption 
of linear regression (Midway & White, 2025), which you should 
mention along with any description of the residuals from the 
regression model.

Consider an equation
Despite the finding that increasing the number of equations 
resulted in fewer citations (Fawcett & Higginson, 2012), many 
studies have no equations at all. Outside of extremely simple 
models (e.g., simple linear regression), consider an equation to 
clarify your model. Authors will often use a paragraph or more 
to explain what can be confirmed in one line of notation.

Use statistical notation
If you include an equation (see above point), report the equa-
tion using statistical notation. In other words, do not include 
an equation using code, syntax, or any other statistical or pro-
gramming language. The model glm(y ∼ x, family =  binomial) 
may make sense to you, but many people do not use R. An 
additional risk of using code is that over time programs change, 
and you want your science to age using the universal language 
of statistical notation— just ask the people who used Bio- 
Medical Data Package, which is no longer available. Edwards 
and  Auger-Méthé (2019) provide an overview of how to use 
statistical notation.

Multiple comparisons
You may have used Tukey’s honestly significant difference test 
because it is a common post hoc multiple comparisons test. 
There are many multiple comparisons tests out there and most 
are designed for specific situations. See Midway et al. (2020) 
for an overview of options for multiple comparison tests so that 
your selection is justified.

Know uncertainty
Measures of uncertainty are too numerous to cover here, but 
as with any metric you use and report, be sure you know what 
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it is used for. One common example worth mentioning is stan-
dard deviation vs. standard error, which are often confused. 
Standard deviation is a descriptive statistic (or parameter of the 
normal distribution), whereas standard error is an inferential 
statistic that tends to decrease with increasing sample size.

Significant digits
You can’t have more accuracy in an estimate than you had in 
the measurement. Statistical software now often reports a lot 
of decimal places, usually beyond the precision of the measure-
ment. Make sure that values are not more precise than your 
measurement and the values are consistent throughout the 
manuscript.

Subheadings help organize
Depending on the journal format, you may be able to use sub-
headings to your advantage. If your Methods section includes 
data collection, data manipulation, the model, and multiple 
comparisons, consider subheadings or at least four separate para-
graphs to help distinguish the main steps and sequence of your 
methods. Doing so will help ensure that you provide an appropri-
ate level of detail within each element as well as help the reader 
understand your approach. The sequence you adopt can also be 
mimicked (if possible) in the Results section so the Methods and 
Results are organizationally parallel and reduce cognitive fric-
tion with a reader who might be expecting certain content.

Use supplements
The digital age we live in has made at least one thing easier: 
supplements. When documenting methods or results, there are 
often pieces that are important but might not warrant inclusion 
in the main document (especially as journals require shorter 
submissions with higher page charges). Supplements remain 
the perfect compromise to including information in perpetu-
ity without overloading the main document. Use them. Thanks 
in advance!

Include data and code
Although not always possible, it can be very helpful to your 
reader to include your data and/or code as supplementary files. 
Best practices for managing data are out there (Borghi et al., 
2018; Broman & Woo, 2018; Rüegg et  al., 2014) along with 
code (Filazzola & Lortie, 2022).

Effective visuals
Figures are usually reserved for the Results section, where they 
can greatly enhance and amplify your findings. In addition 
to making these visuals clear and effective (Midway, 2020), 
consider a diagram or other visual for statistical methods— 
particularly if your method is complex, has multiple steps, or 
can otherwise be confusing. There are important cognitive 
aspects to figure creation, and considering them can yield great 
understanding (Midway et al., 2023). Trushenski et al. (2019) 
provides an excellent example methods diagram that clearly 
outlines an otherwise complex procedure of experiments.

Meta- analyses
Most of what we discuss in this article pertains to original 
research but be aware that if you are doing a meta- analysis, 

there may be some differences in how you use and report your 
statistics. Fortunately, there are a few papers out there that 
discuss this topic and provide guidance (Gurevitch & Hedges, 
1999; O’Dea et al., 2021).

C O N C L U S IO N
Statistical reporting can be challenging because there is no 
clear finish line. Nearly all studies could benefit from some 
improvement. Additionally, statistical methods are continually 
evolving, and it can be daunting— especially for early career 
researchers— to figure out where to start. What is clear to one 
person may not be clear to another. Sometimes authors are 
more knowledgeable about a complex statistical analysis than 
are the reviewers or editors in peer review. Despite these persis-
tent challenges— which may only increase in the future— best 
practices are emerging, and the topic of statistical reporting 
continues to be recognized (Hardwicke et al., 2023; Popovic 
et al., 2024; Zuur & Ieno, 2016).

When thinking about what can be done, a first step is for 
authors to be critical of their written methods, so that they are 
not writing in isolation and under the assumption that others 
know what they did. Review Figure 1 and other references we 
have included. We encourage authors to have their statistical 
reporting reviewed (before submitting to a journal)—some-
thing that can happen without reviewing the entire manu-
script. Find a colleague who is not a coauthor and ask them 
to read your Methods and Results for clarity. People who 
are not part of the study are often excellent judges of what 
makes sense to an outsider. Artificial intelligence (generative 
chatbots, such as ChatGPT) also creates the ability to review 
writing and, when prompted, can provide feedback on clarity, 
reproducibility, or any other aspect you may have concerns 
about. Once submitted, there is a responsibility of journal edi-
torial teams and peer reviewers to make sure they understand 
what is written, as this stage is often the last chance to catch 
errors before the permanence of publication. Some errors will 
still make it through, but we have tools to reduce them. The 
call remains for each and every author to make sure that what 
they write is clear and reproducible, and to make sure that all 
analytical actions are in service of a solid question. The only 
way we are going to help each other learn what we have done 
is to clearly explain it.
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